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Introduction to machine learning
• Machine learning (ML) is widely used in different 

aspects of our lives
• Image recognition1

• Text generation (ChatGPT or Gemini)
• Big data analysis
• Quantitative structure-activity relationship (QSAR)2

• Discovery of a new antibiotic3

• Alpha fold DeepMind4

• Increase of data availability
• Computational power + dedicated packages (R & 

Python)

1 Shen, D., Wu, G. & Suk, H.-I. Deep Learning in Medical Image Analysis. Annu. Rev. Biomed. Eng. 19, 221–248 (2017).
2 Chan, H. C. S., Shan, H., Dahoun, T., Vogel, H. & Yuan, S. Advancing Drug Discovery via Artificial Intelligence. Trends Pharmacol. Sci. 40, 592–604 (2019)
3 Stokes, J. M. et al. A Deep Learning Approach to Antibiotic Discovery. Cell 180, 688-702.e13 (2020)
4 Jumper et al Highly accurate protein structure prediction with AlphaFold Nature 583–589 (2021) 2
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Applications of 
population 

pharmacokinetic 
modeling
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• Standard statistical approach (POPPK):
• Based on understanding of biological 

processes, interpretable 
• but may be limited by current 

knowledge

• Machine Learning:
• No explicitly defined physiological 

model (black box)
• Complex algorithmic approach (e.g. 

Xgboost, neural network, SVM…)
• Large numbers of free parameters 

and complex interactions

→ minimize errors between
predicted and observed values
(loss function)
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Comparison of standard statistics vs ML



Comparison of standard statistics vs ML
• In simple words

• Standard statistics: data are entered into a model to predict results 
• ML approaches, the data are fed with the results to an algorithm that 

constructs the model without a priori knowledge on the underlying 
associations (data driven). 

• ML methods → individual prediction
• ML methods particularly suited when there is a high degree of 

complexity/correlation between predictors (= “features”). 

Standard statistics Machine Learning 6
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AI
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Example: A posteriori TAC exposure
• Development of a ML model to predict the 

TAC AUC (TDM) based on ISBA data 
(https://abis.chu-limoges.fr/login): 
3 individual concentrations / a few 
covariates → ~5000 AUC/~2000 patients

• Excellent performances in external full PK 
profiles vs ref AUC (trapezoidal) based on 2 
or 3 samples

• Bias/RMSE external data (e.g. in kidney 
transplant recipients) = 
• ML 3 samples: 2.1%/7.7%
• ML 2 samples: -2.4%/8.8%
• POPPK 3 samples: 5%/9.6%

Woillard et al. CPT 2021 8
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In the case of a limited number of data → simulations to 
train ML algorithm?



Trained from 
simulations

Trained from ISBA*

Organ
transplanted

Method
Relative MPE 

(%)
relative RMSE 

(%)
Relative MPE 

(%)
relative RMSE 

(%)

kidney 1 (n = 
137)

Xgboost

2 
concentrations

1.08 8.5 -0.6 9.0

kidney 2 (n = 34)

Xgboost

2 
concentrations

0.7 9.0 -1.0 9.1

liver (n = 68)

Xgboost

2 
concentrations

5.9 12.9 3.3 12.9

heart (n = 47)

Xgboost

2 
concentrations

3.2 11.4 -0.4 9.7

Paves the way / development of ML algorithms for TDM in different 
therapeutic areas / importance to validate on “real” data.

*https://abis.chu-limoges.fr/login / Woillard CPT 2021 10



Ganciclovir in pediatrics: first dose 
prediction (PhD works L Ponthier)

• Monte Carlo simulations → 10800 
patients from literature POPPK models (2 
GCV IV, 3 GCV oral) 

• Train of a classification ML model to 
predict AUC0-24h at SS in the target (40-
60 mg*h/L)

• Iterative search of the first dose that 
maximise the target attainment

• Comparison of theoretical target 
attainment after administration of the 
dose ML with POPPK literature formulae

Simulated test set for VGCV
Ponthier et al. ClinPK 2024 11



Rituximab in anti-PLA2R1 GEM
• Train of a classification ML model to 

predict underexposure at month-3
• Rationalization of features based on 

biological criteria
Destere et al. KIR 2023
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Rituximab in anti-PLA2R1 GEM (preliminary study of hospital clinical research 
program PHRC)

• Calculation of underexposure 
prediction and derivation of 
individualized dose
• < 50 % : 1g x 2 (D0 and D15)

• 50-75% : 1g x 3 (D0, D15 and M1)

• > 75 % : 1g x 4 (D0, D15, M1 and M1.5)

• Reference : previous patient treated 
by RTX

• N = 11 patients
• < 50 % : 7

• 50-75% : 2

• > 75 % : 2

13
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Hybrid model: combination of ML and POPPK to keep interpretability: 
iohexol (PhD works A Destere) (1)

1-Destere A et al. A Hybrid Model Associating Population Pharmacokinetics with Machine Learning: A Case Study with Iohexol 
Clearance Estimation. Clin Pharmacokinet. 2022
2-Destere A et al. A single Bayesian estimator for iohexol clearance estimation in ICU, liver failure and renal transplant patients. 
Br J Clin Pharmacol. 2022;88:2793–801.

• Simulation of 500 patients / iohexol for estimation of iohexol 
CL (GFR)  from a literature POPPK model (2) 

• MAP-BE on simulations
• All samples (REF)
• 3 samples (LSS)
• Calculation of residual error (REF – LSS)

• Train ML algorithm to learn residual error (from data obtained 
by MAP-BE: observed concentrations, PK parameters + 
featured engineering eg diff between observed 
concentrations)

• Evaluation in the train (10-fold CV), test and external real data

15



Hybrid model: combination of ML and POPPK to keep interpretability: 
iohexol (PhD works A Destere) (1)

1-Destere A et al. A Hybrid Model Associating Population Pharmacokinetics with Machine Learning: A Case Study with Iohexol 
Clearance Estimation. Clin Pharmacokinet. 2022
2-Destere A et al. A single Bayesian estimator for iohexol clearance estimation in ICU, liver failure and renal transplant patients. 
Br J Clin Pharmacol. 2022;88:2793–801.

Training Testing External

MAP-BE 
LSS

Hybrid 
model 

Xgboost

MAP-BE 
LSS

Hybrid 
model 

Xgboost

MAP-BE 
LSS

Hybrid 
model 

Xgboost

MPE% -2.0 -0.3 -1.0 0.7 -3.7 -2.2

RMSE% 10.1 7.5 6.2 5.7 14.3 10.9

MPE out of ± 20% (%) 4.0 2.8 1.7 0.9 13.9 8.3
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Creation of synthetic patients by ML/DL

17

• Creation of virtual patients:
continuous or categorical variables
regardless of their distribution (e.g.,
GAN)

• Balance between utility and privacy
• Improvement of predictive model

performances (limited data = often
the case in Pharmacometrics)

• Alternative to federated learning:
creation of virtual data twin of local
data → sharing between centers
(useful for multicentric projects)

Qian et al. 2023 https://arxiv.org/abs/2301.07573



Recent synthetic data approach privacy 
validated by CNIL (French National 
commission for informatics & privacy)

Guillaudeux et al Nature Digital Med 2023 Patient-centric synthetic data generation, no reason to risk 
reidentification in biomedical data analysis
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Benchmarking of 
different approaches

Algorithm KL inverse KS test DCR*
[5th-50th-95th]

NNDR*
[5th-50th-95th]

AUC ROC#

Original data NA NA NA NA NA
Avatar k=5

0.87 0.72 [0.28-0.57-1.00] [0.14-0.33-0.75]
0.581

Avatar k=5 augmented
0.93 0.92 [0.09-0.42-1.51] [0.05-0.27-0.94]

0.534

Avatar K k=10

0.79 0.90 [0.50-1.00-2.14] [0.34-0.72-0.97]

0.550

Avatar k=10 augmented

0.89 0.91 [0.19-0.68-1.51] [0.10-0.47-0.94]

0.518

Avatar k=20

0.77 0.89 [0.47-1.04-1.90] [0.34-0.74-0.98]

0.503

Avatar k=20 augmented

0.76 0.88 [0.47,1.01,1.87] [0.32-0.74-0.94]

0.474

CT-GAN

0.78 0.88 [0.83-1.78-3.39] [0.52-0.87-0.99]

0.234

CT-GAN augmented

0.89 0.91 [0.81-1.87-3.62] [0.52-0.87-0.99]

0.345

survVAE

0.84 0.89 [0.89-1.01-2.99] [0.55-0.88-0.99]

0.298

survVAE augmented

0.86 0.90 [0.86-1.94-3.08] [0.54-0.90-0.99]

0.367

Woillard et al. CPT PS, 2024



Synthetic data in POPPK

20

→ Evaluate the no-tracability of real data
→ Logistic regression to determine real or synthetic 

data
Under review CPT: PS

Avatar with K = 5 Avatar with K = 15



Synthetic data in POPPK
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→ Evaluate the abilities of tabular generative algorithms 
to create synthetic PK to develop POPPK model

→ Focus on structural model

Under review CPT: PS



Thanks !
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